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[bookmark: copyrightaddon]Abstract of the contribution: This contribution proposes how RAN selects an appropriate AMF for NG2 interface without UE stickiness problem.
1. Introduction
Per TR 23.799 conclusion, the architecture should support mechanisms to avoid issues caused by the persistence ("stickiness") of UE-specific associations on at least NG2.
In this paper, we propose some solutions to avoid UE stickiness problem on the RAN node’s AMF selection.
2. Discussion
· What the UE stickiness problem in NG2 is:
When a RAN node selects a proper AMF instance to route the initial NAS message, if the RAN node shall select and communicate with the AMF instance which has assigned a temporary UE ID to the UE, lot of AMF management restriction is expected because the AMF instance having UE context is not easily removed or replaced. 
·  How to solve the UE stickiness problem in NG2:
To avoid UE stickiness on NG2, the AMF selection for a RAN node should done agnostic to the UE-specific information (i.e. the routing information for initial NAS message should not identify the corresponding AMF instance). 
Observation 1: when routing the initial NAS messages from the UE, the AMF selection function should select an AMF instance by the routing information which does not identify the specific AMF instance which has assigned a temporary UE ID to the UE.
Hence, we may have some principles to solve the UE stickiness problem as follows.
1) AMF selection function is to use routing information not to have the AMF instance’s identification; and
2) A core network function should maintain the UE context associated to the temporary UE ID in order for the selected AMF instance to retrieve the UE context.
Supposed that the core network function having the UE context is standalone (i.e. separated from AMF) and the RAN node accesses directly the core network function, then it is vulnerable to the security attack, and moreover, it is a contradiction against the TR conclusion saying “NG2 signalling related with UE is terminated in the AMF”.
So we may assume that on the UE access, the RAN node should “select an AMF instance firstly”, which does not need to be the actual AMF instance which has managed and assigned a temporary UE ID to the UE. And then, the selected AMF instance retrieves the UE context from the core network function maintaining the UE context and authenticates the UE access and performs the subsequent procedures. 
Observation 2: on the UE access, the RAN node should “select an AMF instance firstly”, which does not need to be the actual AMF instance which has managed and assigned a temporary UE ID to the UE. 
Observation 3: the selected AMF instance retrieves the UE context from the core network function maintaining the UE context.

Such an AMF deployment is realized as a group of AMFs (similar to MME pool) with its own data storage(s), which is the core network function maintaining the UE context, as the figure 1. 


Figure1. Realization of AMF deployment solving UE stickiness problem

Especially, some AMFs in an area supporting the same service types compose a group (e.g. an AMF group covers area of a TAI list) and the AMF group has its own Data Storage(s) to maintain the UE contexts. A RAN node has a pre-configured connection with each AMF in the AMF group and monitors each AMF’s load. To maintain up-to-date UE contexts in the AMF group’s DB, whenever the UE context changes (e.g. the UE is registered, a new temporary UE ID is assigned to the UE the UE enters IDLE mode, a paging is sent due to downlink data notification, etc), the serving AMF shall immediately update the UE context in the AMF group’s DB.
When AMF selection function selects an AMF for UE access, if routing information (i.e. temporary UE ID) is delivered to the RAN node together with the initial NAS message from the UE, the AMF selection function obtains the AMF group ID from the routing information and selects an AMF in the AMF group considering load balancing, and UE location, etc. If no routing information is delivered to the RAN node together with the initial NAS message from the UE, the AMF selection function uses the service types the UE requests to select an AMF group first and selects an AMF in the selected AMF group considering load balancing, UE location, etc. If the UE does not request the service types, the AMF selection function may select a default AMF group and an AMF in the AMF group. 
On receiving the initial NAS message, the selected AMF retrieves the UE context from its AMF group’s DB and handles the received initial NAS message.
Proposal 1: AMFs in an area supporting the same service types compose a group and the AMF group is identified by the AMF group ID.
Proposal 2: each AMF group has its own Data Storage(s) to maintain the UE context which every AMF in the AMF group immediately update whenever any state change occurs(e.g. the UE is registered, a new temporary UE ID is assigned to the UE the UE enters IDLE mode, a paging is sent due to downlink data notification, etc).
Proposal 3: When a RAN node selects an AMF for UE access, the AMF selection function shall use the AMF group ID, which is extracted from the routing information, if the UE sent, and select an AMF in the AMF group considering load balancing and UE location, etc.
Proposal 4: if the routing information the UE sent includes a temporary UE ID, the AMF group ID is obtained from a part of the temporary UE ID. And if the UE sent some service types as routing information, the AMF group ID matching the requested services types is selected.
· Any sequential problems due to the proposed solution?
When the UE enters the IDLE mode, the serving AMF may remove the UE context right after updating the AMF group Data Storage. Then, the connection between the serving AMF and the serving SMF might be removed. So, when the serving SMF receives a downlink data notification from the UPF, the SMF shall select an AMF to page the UE. Such AMF selection is performed using the AMF group ID, but not the AMF instance ID.
Proposal 5: for the case when the connection between the serving AMF and the serving SMF is removed, the SMF shall select an AMF and the AMF selection function shall use the AMF group ID.
3. Text Proposal
It is proposed to discuss and approve the following text to the TS 23.501 “System Architecture for 5G System; Stage 2”.
[bookmark: _GoBack]*** start of the 1st change (additional change is added on the baseline description on AMF selection in the S2-170258) ***
6.2.1	AMF selection function
AMF selection is used in the following situations:
1) when the UE sends an initial NAS message to the CN, the (R)AN shall select an appropriate AMF; or
2) when an AMF need to be relocated or initial attach messages need to be re-directed, the serving AMF shall select an appropriate AMF; or
3)  when an SMF gets a downlink data notification, the SMF select an appropriate AMF if the SMF has no corresponding connection with the AMF.
If the (R)AN has received some NAS routing information(e.g. temporary UE ID) from the UE, the AMF selection function shall use the routing information. If the (R)AN has not received any NAS routing information or the AMF selection function fails to discover a proper AMF satisfying the whole NAS routing information the UE sent, it may select a default AMF or a second best AMF.
NOTE: when the RAN selects an AMF, the NRF is not used for the AMF selection.
The AMF selection function considers network topology, i.e. the selection may prefer AMFs with service areas that reduce the probability of changing the AMF considering the UE's location and AMF service areas. And, load balancing between candidate target AMFs shall be considered also.
Editor’s notes: How to solve stickiness problem is to be solved when a RAN node select an AMF. It may depend on RAN WG.
Especially, some AMFs in an area supporting the same service types compose a group and the AMF group has its own Data Storage(s) to maintain the UE contexts. A RAN node has a pre-configured connection with each AMF in the AMF group and monitors each AMF’s load. To maintain up-to-date UE contexts in the AMF group’s Data Storage, whenever the UE context changes (e.g. the UE is registered, a new temporary UE ID is assigned to the UE the UE enters IDLE mode, a paging is sent due to downlink data notification, etc), the serving AMF shall immediately update the UE context in the AMF group’s Data Storage.
When AMF selection function selects an AMF for UE access, if routing information (i.e. temporary UE ID) is delivered to the RAN node together with the initial NAS message from the UE, the AMF selection function obtains the AMF group ID from the routing information and selects an AMF in the AMF group considering load balancing, and UE location, etc. If no routing information is delivered to the RAN node together with the initial NAS message from the UE, the AMF selection function uses the service types the UE requests to select an AMF group first and selects an AMF in the selected AMF group considering load balancing, UE location, etc. If the UE does not request the service types, the AMF selection function may select a default AMF group and an AMF in the AMF group. 
On receiving the initial NAS message, the selected AMF retrieves the UE context from its AMF group’s Data Storage and handles the received initial NAS message.
When AMF selection function selects an AMF for the AMF relocation or initial NAS message redirection, it uses the service types and UE location. (e.g. the serving AMF may request  the NRF to find a proper target AMF with  the service types and UE location. The NRF selects an AMF among the corresponding AMF group.) 
When AMF selection function selects an AMF for the SMF to request a paging, it shall use the AMF group ID the SMF maintains. (e.g. the SMF may request  the NRF to find a proper AMF with the AMF group ID. And the NRF selects an AMF among the AMF group.) 

When the network slice feature is used, additionally the followings are considered;
a) once the UE attaches initially, the (R)AN should select the AMF using the NSSAI which the UE requests, but if the (R)AN node cannot understand the NSSAI or any NSSAI is not included in the UE initial registration request message, it selects a default AMF. If the(R)AN node cannot find any proper AMFs which matches the requested NSSAI, the (R)AN node selects an second best AMF supporting a part of the NSSAI only; and
b) when the AMF needs AMF relocation(e.g. the serving AMF redirects  the initial attach request to the selected target AMF), the AMF selection function uses the NSSAI, which is agreed during the UE registration, to select a proper AMF. 
Editor’s notes: the detail description can be updated depending on the network slice discussion. 
*** end of the 1st change ***
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